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ABSTRACT

The tropical Madden–Julian oscillation (MJO) excites a northward propagating Rossby wave train that

largely determines the extratropical surface weather consequences of the MJO. Previous work has

demonstrated a significant influence of the tropospheric El Niño–Southern Oscillation (ENSO) on the

characteristics of this wave train. Here, composite analyses of ERA-Interim sea level pressure (SLP) and

surface air temperature (SAT) data during the extended northern winter season are performed to investigate

the additional role of stratospheric forcings [the quasi-biennial oscillation (QBO) and the 11-yr solar cycle] in

modifying the wave train and its consequences. MJO phase composites of 20–100-day filtered data for the two

QBO phases show that, similar to the cool phase of ENSO, the easterly phase of the QBO (QBOE)

produces a stronger wave train and associated modulation of SLP and SAT anomalies. In particular, during

MJO phases 5–7, positive SLP and negative SAT anomalies in the North Atlantic/Eurasian sector are en-

hanced during QBOE relative to the westerly phase of the QBO (QBOW). The opposite occurs during the

earliest MJO phases. SAT anomalies over eastern North America are also more strongly modulated during

QBOE. Although less certain because of the short data record, there is some evidence that the minimum

phase of the solar cycle (SMIN) produces a similar increased modulation of SLP and SAT anomalies. The

strongest modulations of SLP and SAT anomalies are produced when two or more of the forcings are su-

perposed (e.g., QBOE/cool ENSO, SMIN/QBOE, etc.).

1. Introduction

The 30–60-day Madden–Julian oscillation (MJO) is an

eastward-propagating pattern of alternately intense and

weak tropical convection and precipitation primarily in

the Indo-Pacific region (Madden and Julian 1971, 1972).

It is the dominant mode of tropical intraseasonal climate

variability (e.g., Zhang 2013). The MJO can be divided

into eight phases defined such that phases 1–3 correspond

to convection over Africa and the Indian Ocean, phases 4

and 5 to convection over the Maritime Continent, and

phases 6–8 to convection in the western Pacific and date

line region (Wheeler and Hendon 2004; Kiladis et al.

2014). Diabatic heating anomalies caused by the MJO

excite global-scale Rossby wave trains (characterized by

alternately high and low sea level pressure or geo-

potential height anomalies) emanating especially from

the tropical warm pool region centered on the Maritime
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Continent. These wave trains propagate across Southeast

Asia, the North Pacific, North America, the Atlantic, and

the Southern Hemisphere (Matthews et al. 2004), pro-

jecting onto the Pacific–North American (PNA) and

North Atlantic Oscillation (NAO) patterns (Ferranti

et al. 1990; Scaife et al. 2017). The latter ‘‘teleconnection’’

patterns account for a major fraction of intraseasonal

circulation variance at mid- to high latitudes during bo-

real winter (Wallace and Gutzler 1981).

A review of tropical–extratropical interactions on in-

traseasonal time scales, including effects of MJO tele-

connections, has been given by Stan et al. (2017). As

discussed there,MJO teleconnections have been found to

affect variations of theNorthernHemisphere storm track

and extratropical cyclone activity (e.g., Guo et al. 2017),

the occurrence and location of ‘‘atmospheric river’’ pre-

cipitation events along the west coast of North America

(e.g., Baggett et al. 2017), and the occurrence of winter

blocking episodes, which can lead to extreme weather

events (Hamill and Kiladis 2014; Henderson et al. 2016).

Effects of the MJO-induced Rossby wave train on tem-

perature and precipitation over the continental United

States have been documented byBond andVecchi (2003)

and Zhou et al. (2012). In the Atlantic/European region,

the daily wintertime NAO index, defined approximately

as the sea level pressure over Portugal minus that over

Iceland, tends to be negative or neutral during the earliest

MJO phases but becomes positive on average within

10–15 days after the occurrence ofMJO phase 3 (Cassou

2008; Lin et al. 2009).

In addition to evidence for stratospheric influences on

the MJO, which is the main topic of this paper, there is

evidence for MJO influences on the stratosphere, which

can have secondary effects on tropospheric intraseasonal

climate. Specifically, the upward propagation of an en-

hanced Rossby wave train during strong boreal winter

MJO events can assist in breaking down the stratospheric

polar vortex, leading to the occurrence of sudden strato-

spheric warmings (SSWs) (Garfinkel et al. 2012, 2014).

SSWs, in turn, produce a downward propagating zonal

wind anomaly that favors a negative phase of the northern

annular mode or Arctic Oscillation, a close cousin of the

NAO (Baldwin andDunkerton 2001; Polvani andWaugh

2004). For example, an especially strong MJO event in

February 2018 was followed by a major SSW (e.g., Butler

et al. 2018; Pawson et al. 2018) and a negative phase of the

NAOthat has been associatedwith a severe cold period in

Europe at the end of that month (Kodera et al. 2018).

In this paper, an effort is made to evaluate the impor-

tance of several forms of tropospheric and stratospheric

forcings for influencing the overall occurrence rate and

extratropical consequences of strong MJO events dur-

ing the extended boreal winter season [November–April

(NDJFMA)]. Although some previous studies, summa-

rized below, have evaluated the effects of the tropo-

spheric El Niño–Southern Oscillation (ENSO) and the

stratospheric quasi-biennial oscillation (QBO) on specific

aspects of MJO-induced extratropical circulation anom-

alies (e.g., North Pacific storm track activity and atmo-

spheric river events), a broader approach is taken here. In

particular, the extent to which these forcings, whether

individually or in combination, affect the overall activity

of the MJO itself, the strength and geographic evolution

of theMJO-induced Rossby wave train, and the resulting

amplitudes of intraseasonal surface air temperature

anomalies, is examined. In addition to the QBO, the

contribution of 11-yr solar forcing of the stratosphere [the

quasi-decadal oscillation (QDO)] is investigated. For this

purpose, a calculation of normalized occurrence rates of

strongMJO events for the different phases of ENSO, the

QBO, and the QDO is first carried out. Then, compos-

iting analyses are performed of ERA-Interim reanalysis

daily sea level pressure (SLP) and 2-m surface air tem-

perature (SAT) data as a function ofMJOphase in boreal

winter over a 38-yr period (1979–2016).

In section 2, the datasets and methodology are de-

scribed. In section 3, the normalized occurrence rates

are calculated. In section 4, the mean NDJFMA MJO

modulations of SLP and SAT and their interpretation

are reviewed. As will be seen, especially large MJO

modulations of mean SLP and SAT anomalies are pro-

duced in both the North Pacific and North Atlantic/

Eurasian sectors. To allow a more quantitative analysis,

several concise diagnostics of the overall strength of the

wave train and themodulation of SLP and SATanomalies

in the North Atlantic/Eurasian sector are defined. In

section 5, the changes in the wave train amplitude and the

MJOmodulation that occur during the separate phases of

ENSO are determined for comparison to previous work.

In section 6, the changes in the MJO modulation that

occur during the separate phases of the QBO are de-

termined. Similarities between the QBOE (QBOW)

changes and those that occur under cool (warm) ENSO

conditions are noted, where QBOE is the easterly phase

of theQBOandQBOW the westerly phase. The SLP and

SAT diagnostics introduced in section 4 are then applied

to investigate how the QBO influence on the wave train

and SAT anomalies depends on the phase of ENSO (e.g.,

QBOE/cool ENSO vs QBOW/warm ENSO conditions).

Spatial correlations are also calculated to quantify the

similarities between the QBO and ENSO compositing

results. In section 7, the MJO modulation calculation is

repeated for the two phases of the QDO (SMIN and

SMAX, the minimum and maximum phases of the solar

cycle). Similarities between the SMIN changes and those

that occur under cool ENSOand easterlyQBOconditions
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are again noted. This leads to further applications of the

SLP and SAT diagnostics to investigate changes in the

MJO modulation under SMIN/QBOE, SMAX/QBOW,

SMIN/cool ENSO, and SMAX/warm ENSO conditions.

A discussion of the overall results, possible mechanisms,

and suggestions for future work are given in section 8.

2. Datasets and methodology

With the exception of the SLP and SAT data, all of the

daily data needed for compositing and calculation of

normalized occurrence rates (i.e., MJO, ENSO, QBO,

and QDO indices) have been described in detail in

section 3 of Hood (2018; Fig. 2 therein plots most of

these data).

Briefly, to determine the amplitude and phase of the

MJO on a given day, the outgoing longwave radiation

(OLR)-based MJO index (OMI) of Kiladis et al. (2014)

is adopted. TheOMI data are available from theNOAA

Earth System Research Laboratory (http://www.esrl.

noaa.gov/psd/mjo/mjoindex). The index consists of a

projection of 20–96-day filtered satellite OLR data onto

the daily spatial empirical orthogonal function (EOF)

patterns of 30–96-day eastward-filtered OLR. The daily

OMI amplitude is the square root of the sum of squares

of the daily eigenvalues of the first two EOFs. The OMI

is normalized so that an amplitude of 1.0 corresponds to

one standard deviation. The daily MJO phase can also

be calculated from these two daily eigenvalues as for-

mulated originally by Wheeler and Hendon (2004) for

the alternate Real-time Multivariate MJO (RMM) in-

dex. OMI amplitudes of at least 1.0 are normally con-

sidered to be a minimum for a significant MJO event.

However, as discussed in section 4, in order to increase

the detectability of ENSO and stratospheric influences

on theMJOmodulation of extratropical circulation, it is

helpful to restrict analyses to days when stronger MJO

events with OMI amplitudes .1.5 are in progress.

As an indicator of the phase of ENSO, the Niño-3.4
index (N3.4), which is defined as the mean sea surface

temperature anomaly within 58S–58N, 1208–1708W, is

adopted. Daily values of N3.4 are available from http://

www.cpc.ncep.noaa.gov/data/indices. For simplicity and

to provide as many days as possible for the MJO phase

composites, most analyses are done with cool (warm)

ENSO conditions defined as N3.4 , 0 (.0). However,

for comparison purposes, additional analyses are also

performed in section 5 for more active ENSO condi-

tions, accepting only days with N3.4 , 21K or N3.4 .
1K. This differs somewhat from the work of Moon et al.

(2011), who considered 15 contiguousDJF winters when

N3.4 was either strongly positive or negative for the

entire winter, representing true El Niño or La Niña

conditions. It also differs from the work of Nishimoto

and Yoden (2017), who considered cool (warm) ENSO

conditions to exist when N3.4 was , 21K (. 1K).

Nevertheless, as will be seen in section 5, clear differ-

ences between the two ENSO composites are obtained

even if the simple definition is used.

As an index of QBO variability, most previous studies

have used equatorial winds at levels ranging from 40 to

50 hPa (e.g., Baldwin et al. 2001). Here, we use equa-

torial winds at 50 hPa (u50) to be consistent with pre-

vious studies (e.g., Yoo and Son 2016; Hood 2017).

However, both the normalized occurrence rates calcu-

lated in section 3 and the compositing results presented

in sections 6 and 7 change in only minor ways if 40 or

45 hPa is chosen as the monitoring level. Monthly mean

equatorial values of u50 based on radiosonde data are

available from the Freie Universität Berlin (http://www.

geo.fu-berlin.de/en/met/ag/strat/produkte/qbo/index.

html). Daily values in a given month are assumed to be

equal to the monthly means. Again for simplicity and to

maximize the number of composited days, most analyses

are done with westerly (easterly) QBO defined as u50. 0

(,0). However, for comparison, alternate analyses are

performed in section 6 for ‘‘more active westerly (east-

erly)’’ conditions, defined as u50. 5ms21 (,210ms21).

Finally, as a measure of solar UV variability, the solar

flux at 205nm (F205), estimated according to the Naval

Research Laboratory model, version 2 (NRL2; e.g., Lean

2000) is adopted. Daily NRL2 F205 data are available

from the Laboratory for Atmospheric and Space Physics

at the University of Colorado (http://lasp.colorado.

edu/lisird/data/nrl2_files). F205 is used because it is a di-

rect measure of solar forcing of the upper stratosphere

that leads to a tropical lower stratospheric dynamical

response (section 7). It correlates closely with a variety of

more familiar solar phenomena including sunspot num-

ber and solar flare occurrence. As seen in Fig. 2 of Hood

(2018), the three full solar cycles during 1979–2016 varied

in length from ;10 to ;12 years. The most recent solar

maximum in;2014 was reduced in amplitude compared

to the previous three maxima, possibly indicating an ap-

proaching minimum in the 70–100-yr Gleissberg cycle

(e.g., Peristykh and Damon 2003).

The two phases of the QDO (SMAX and SMIN) were

assumed to exist when the daily value of F205 was$10.5

or #10.1mWm22 nm21, respectively. These restrictive

limits (accepting only strongly maximum or minimum

conditions) were chosen both to maximize the solar

signal and to avoid most of the periods when the tropical

lower stratosphere was affected by volcanic aerosol in-

jections. However, the 1982/83 winter following El

Chichón and the 1991/92 winter following Pinatubo

when aerosol heating of the tropical lower stratosphere
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was significant remains in the SMAX category. There-

fore, tests of whether the occurrence rate and compos-

iting results for SMAX conditions could be affected by

volcanic aliasing are carried out as discussed in sections

3 and 7.

To determine daily values of sea level pressure (SLP)

and 2-m surface air temperature (SAT), the European

Centre for Medium-Range Weather Forecasts interim

reanalysis (ERA-Interim) dataset (Dee et al. 2011) is

employed over the 1979–2016 period. Four times daily

SLP and SAT data were first downloaded in monthly

increments from http://apps.ecmwf.int/datasets on a

18 3 18 grid. Daily averages were then calculated and

interpolated to a 38 3 38 grid. At a given grid point, the

seasonal cycle was minimized by subtracting the long-

term monthly mean of either SLP or SAT from each

daily mean.

To extract the intraseasonal component of variability, a

20- to 100-day Lanczos bandpass filter with 121 weights

(e.g., Duchon 1979) was applied to the residual daily SLP

and SAT time series at a given grid point. Figure S1 in the

online supplemental material shows examples of appli-

cation of the filter with 121 and 201 weights at a selected

grid point (608N, 918E). It is seen that little improvement

is obtained with 201 weights and using 121 weights loses

fewer days of data at the beginning and end of the time

series.

At a given grid point, composites for a given set of

conditions (i.e., time of year, OMI amplitude, OMI

phase, ENSO phase, QBO phase, and/or QDO phase)

were computed by determining all qualifying days and

calculating a simple average of the filtered daily SLP and

SAT data. Since our main purpose is to examine how the

evolution and amplitude of the MJO modulation differs

for different tropospheric and stratospheric forcing

conditions, composites for a given MJO phase are con-

structed simply by using all qualifying days when the

MJO was in that phase according to the OMI. More

detailed studies aimed at predicting an extratropical

weather pattern following an observed developing MJO

event (e.g., Cassou 2008) usually determine occurrence

rates as a function of lag time from the onset of a given

MJO phase. (See section 4 and Fig. S2 for an example

of a lagged composite.) This is done to account more

accurately for the finite propagation time of the Rossby

wave train from its tropical heating source. It typically

requires 2–3 weeks for the wave train to propagate to

northern latitudes and fully develop (Jin and Hoskins

1995). For comparison, the mean durations of the eight

MJO phases in the 38 years of NDJFMA seasons sam-

pled here using OMI data were 4.8, 5.7, 5.4, 4.7, 4.7, 5.5,

5.3, and 4.8 days (mean: 5.1 days) and the mean duration

of a complete MJO event was about 41 days. Therefore,

for example, a composited SLP or SAT response in

phase 6 may actually be due to a Rossby wave train that

was initiated in the tropical warm pool region in phase 3.

Statistical significance of the composites at a given

grid point is assessed using a two-sided Student’s t test

(Student 1908). The number of degrees of freedom is not

approximately equal to the number of observations

because the daily observations after filtering are signif-

icantly autocorrelated. To account for this, the auto-

correlation coefficient r is determined. The number of

degrees of freedom, ndeg, or effective sample size of

order one, is then estimated from ndeg5N(12 r)/(11 r)

(Bretherton et al. 1999, p. 2004). If the composite at a

given grid point is significant at a level of 5% (95%

confidence), and if the grid point is within the colored

areas on the composite map, an asterisk is plotted at the

grid point (see, e.g., Fig. 4 below).

As will be seen in section 4, it is useful to introduce

several concise diagnostics of the MJO wave train am-

plitude and its modulation of extratropical SLP and SAT.

This is necessary to allow an assessment of whether these

characteristics for a selected set of stratospheric/tropo-

spheric conditions differ significantly from the long-term

mean or from those for an alternate set of conditions.

Values of the diagnostics at a given MJO phase within a

selected climate state (e.g., cool ENSO) are considered to

be significantly different from the mean (calculated from

all qualifying days regardless of stratospheric/tropo-

spheric conditions) if they exceed the 95% confidence

limits of the mean. The same values are considered to be

significantly different from those in the opposite climate

state (e.g., warm ENSO) if the values for the opposite

climate state exceed the 95% confidence limits of the

mean in the opposite sense (see, e.g., Figs. 6b and 6c

below). Alternatively, if the values for one climate state

fall outside the 95%confidence limits of the values for the

opposite climate state, then they are also considered to be

significantly different from those in that climate state

(see, e.g., Fig. 6a below). The 95% confidence limits are

estimated via a Monte Carlo procedure in which the

compositing and diagnostic calculations are repeated

several hundred times using randomly resampled data, as

described in more detail in the sections below.

3. Normalized occurrence rates

In this section, normalized occurrence rates (i.e., the

fraction of qualifying days when the MJO amplitude

exceeded a chosen threshold) are calculated. The meth-

odology is similar to that of Hood (2017, 2018), who cal-

culated MJO occurrence rates accepting days when the

OMI amplitude exceeded 1.0 standard deviations. Here,

for the purpose of detecting more easily the extratropical
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consequences of the MJO during NDJFMA, a minimum

OMI amplitude threshold of 1.5 is adopted (see section 4

for further explanation).

Results are shown in Fig. 1 for cool (warm) ENSO

phases, easterly (westerly) QBO phases, and minimum

(maximum) QDO phases as defined in section 2. Error

bars are two standard deviation limits representing ap-

proximate 95% confidence bounds, estimated using a

Monte Carlo procedure as described by Hood (2017).

The total number of qualifying days (regardless of MJO

amplitude) when ENSO, the QBO, and the QDO were

in a given state are listed in the figure for each calculated

occurrence rate.

In the top panel of Fig. 1, occurrence rates are shown

for the two phases of each forcing. In the case of ENSO,

occurrence rates of events withOMI. 1.5 are nearly the

same in the two phases. This agrees with an analysis by

Son et al. (2017), who found that, although ENSO

mainly controls the interannual variation of tropical

convection, the overall level ofMJO activity in the Indo-

Pacific region is not very sensitive to the phase of ENSO.

However, as shown by the same authors (see also Yoo

and Son 2016), the QBO exerts a stronger influence on

mean MJO activity with larger occurrence rates and

reduced static stability in the tropical lower stratosphere

during the easterly QBO phase (u50, 0). As seen in the

figure, the QBOE (u50, 0) occurrence rate for OMI.
1.5 is nearly 45% while that for QBOW (u50 . 0) is

about 30%. The error bars overlap only slightly so the

difference is almost significant at 95% confidence. Pos-

sible reasons why larger occurrence rates are obtained

during QBOE than during QBOW are discussed in

section 6.

In the case of theQDO, a larger mean occurrence rate

is obtained for SMIN conditions (defined in section 2 as

F205 , 10.1mWm22 nm21) than for SMAX conditions

(defined as F205 . 10.5mWm22 nm21). However, the

difference is only significant at the ;1 standard de-

viation level (;68% confidence). Repetitions of the

calculation excluding the two SMAX years following El

Chichón and Pinatubo produce very similar results.

Possible reasons why the SMIN phase should produce

more strong MJO events are discussed by Hood (2018)

and summarized in section 7.

In the bottom panel of Fig. 1, occurrence rates are

shown for different combinations of the three forcings.

These combinations are selected according to the results

in the top panel to maximize or minimize the net total

forcing. Error bars are somewhat larger than those in the

top panel because of the reduced number of qualifying

days when more than one forcing is considered. For

the ENSO/QDO combinations (first comparison in the

bottom panel), the occurrence rates for SMIN/cool

ENSO and SMAX/warm ENSO are not very different

from those obtained for SMIN and SMAX alone. Simi-

larly, except for larger error bars, the QBOE/cool ENSO

andQBOW/warmENSOcomparison is not very different

from theQBOEandQBOWcomparison in the top panel.

However, the QBO/QDO combination (third plot of the

bottom panel) yields a noticeable increase in the differ-

ence between SMIN/QBOE and SMAX/QBOW relative

to that obtained for eitherQBOEversusQBOWor SMIN

versus SMAX. A slightly larger difference is obtained for

SMIN/QBOE/cool ENSO relative to SMAX/QBOW/

warm ENSO, although the numbers of qualifying days

in these categories are relatively low and the error bars

are large.

4. Mean MJO phase composites

Figure 2 plots the individualMJOphase composites of

20–100-day filtered SLP and SAT anomalies at northern

latitudes for all NDJFMA days in 1979–2016 when the

OMI amplitude exceeded 1.5 (2361 days). 2361 days

represents about 34.3%of days inNDJFMA for these 38

years. For comparison, when OMI amplitudes .1.0 are

allowed, 4060 days are qualified, which is about 59% of

all days. The number of degrees of freedom in each

phase group in Fig. 2 is sufficiently large that virtually all

of the colored areas are significant at more than 95%

confidence according to a two-sided t test. For this

FIG. 1. Normalized occurrence rates (i.e., fraction of qualifying

days in 1979–2016) in percent for daily MJO events with OMI

amplitudes .1.5 during the NDJFMA extended boreal winter

season when the stated conditions existed. The number of quali-

fying days with any OMI amplitude in each category is given.
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FIG. 2. Composites of the 20–100-day filtered November–April 1979–2016 (a) sea level pressure and (b) 2-m surface air temperature

anomalies for the eight phases of theMJOwhen the OMI amplitude was.1.5. Arrows indicate the approximate direction of near-surface

anomalous geostrophic flow. The number of days used to construct the composites is indicated in each panel.
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reason, no significance asterisks are shown in this figure.

In Fig. 2a, arrows are superposed between selected SLP

anomalies indicating the approximate direction of near-

surface anomalous geostrophic flow.

As mentioned in section 2, these composites are

constructed at zero phase lag. To illustrate how the

composites would change if a finite lag is considered,

Fig. S2 shows the equivalent of Fig. 2 when the com-

posited SLP and SAT anomalies are lagged by 10 days

relative to the date of a given MJO phase. It is seen that

the overall evolution of the SLP and SAT anomalies is

similar to that in Fig. 2 but is shifted earlier in time by

one or two MJO phases.

Considering first the SLP composites in Fig. 2a, a

positive (anticyclonic) anomaly develops withmaximum

amplitude at phase 3 in the North Pacific near the lo-

cation of the climatological Aleutian low (e.g., Moon

et al. 2011). It gradually declines in intensity thereafter

and is replaced by a negative (cyclonic) anomaly with

maximum amplitude in phase 8. By phase 2, a negative

SLP anomaly develops over southern Eurasia, extend-

ing into the tropical Indian Ocean, and shifts eastward

with increasing MJO phase, reaching the central to

eastern Pacific by phase 6. This tropical low pressure

area corresponds to the zone of maximum MJO con-

vective activity. It is largest in area in phases 2 and 3; the

associated Rossby wave train is most well defined in

phase 3. It consists of a series of alternately negative and

positive anomalies with wavelength ;10 000 km ex-

tending northeastward across the Pacific from the MJO

convective center and then eastward across North

America and the Atlantic. In phase 4, a positive NAO

pattern develops (positive SLP anomaly over Portugal,

negative anomaly over Iceland), consistent with the

analyses of Cassou (2008) and Lin et al. (2009). The

positive anomaly over southern Europe and North Af-

rica covers the entire Mediterranean and Black Sea

areas, expanding eastward in phases 5 and 6. It shifts

southeastward to the Maritime Continent region by

phases 6 and 7. The NAO pattern is mainly negative in

phases 8, 1, and 2 and is clearly positive in phases 4, 5,

and 6.

A simple diagnostic of the overall strength of the wave

train is the root-mean-square (RMS) amplitude of the

filtered and composited anomaly pattern over the

whole region considered here (08–708N, all longitudes).

Figure 3a plots this amplitude as a function ofMJOphase

for the SLP anomalies of Fig. 2a at all grid points where

anomalies exceed 0.5hPa in absolute magnitude. The

largest amplitude occurs in phase 3 when the North Pa-

cific anticyclonic anomaly peaks in intensity. As would be

expected, the strength of the wave train depends onMJO

amplitude (Fig. 3b) and is largest for OMI . 2.

However, the wave train amplitude diagnostic in Fig. 3a

is not ideal for characterizing the modulation of intra-

seasonal climate by the MJO. For the latter purpose, we

consider an alternate diagnostic consisting of the mean

intraseasonal SLP anomaly over a given region. As shown

in Fig. 3c, the value of this diagnostic over the whole an-

alyzed region yields a weak but smooth modulation

characterized by negative values for lowMJO phases and

positive values for later MJO phases. (The average over

all MJO phases is approximately zero since the filtered

time series with seasonal cycle minimized has a zero

mean.) Averages of SLP anomalies over the North Pacific

(not shown in Fig. 3c) are strongly modulated with posi-

tive values inMJO phase 3 and negative values in phase 8.

This average could be adopted as a useful diagnostic of the

MJO modulation of intraseasonal climate in that region.

However, as shown in the figure, another large modula-

tion is found for averages over the North Atlantic/Eur-

asian sector. An especially large modulation is obtained

for averages over a region extending from approxi-

mately 308 to 708N, 808W to 808E. This specific average

is therefore adopted as a diagnostic of the MJO modula-

tion of regional intraseasonal climate in the remainder of

the paper.

Considering next the SAT composites in Fig. 2b, a series

of positive and negative temperature anomalies evolve

withMJOphase. These anomalies have been documented

and interpreted in previous studies. Over eastern North

America, a cooling anomaly is present in phases 1 and 2,

evolving into a warm anomaly that persists through phase

7 with maximum amplitude in phase 5 (Zhou et al. 2012).

At high latitudes from Alaska to Greenland, a warm

anomaly is present in phases 1 and 2, evolving into a strong

cooling anomaly in phases 4 to 6 before returning to a

warm anomaly in phase 8 (e.g., Vecchi and Bond 2004). A

warming anomaly is present over east Asia in phases 1, 2,

and 8 while a strong cooling anomaly develops over

eastern Europe in phases 3–5 (Seo et al. 2016).

As shown quantitatively by Yoo et al. (2012) and Seo

et al. (2016), the SAT anomalies in Fig. 2b are caused by

dynamical processes associated with the propagating

Rossby wave trains. In particular, as can be seen by

comparing these anomalies to the approximate geo-

strophic flow directions (arrows) in Fig. 2a, horizontal

temperature advection plays a major role. During pha-

ses 1 and 2 when SLP anomalies yielding a negative

NAO pattern prevail, cyclonic flow due to intensified

low pressure in the North Atlantic favors southward

advection of cooler air across eastern North America.

During phases 3–6 when a positive NAO pattern dom-

inates, the low pressure anomaly is replaced with a high

pressure anomaly, which, in combination with a cyclonic

low pressure anomaly over northwestern Canada, results
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in northward advection of warmer air across the same

area. The latter cyclonic anomaly, together with the an-

ticyclonic anomaly over the North Pacific, produces a

southeastward cooling flow across Alaska. A similar

southeastward cooling flow occurs over the Labrador Sea

and southern Greenland. The high and low pressure

anomalies that define the positive NAO pattern produce

a northeastward warming flow over northern Europe.

These anomalous flows continue until the NAO pattern

becomes neutral again in phase 7.

As the tropical low pressure anomaly representing the

MJO convective center moves into the central Pacific in

phase 5, the Rossby wave train is compressed into a

smaller area. The North Atlantic anticyclonic anomaly

and the northwestern Canada cyclonic anomaly are

strengthened, resulting in a stronger warming anomaly

over eastern North America. Meanwhile, the North

Atlantic anticyclonic anomaly extends over the Medi-

terranean and Black Sea region producing anticyclonic

flow southwestward across western Eurasia, leading to a

FIG. 3. (a) RMS amplitude of the SLP anomaly composites of Fig. 2a at all grid points where anomalies exceed

60.5 hPa. (b) As in (a), but for different ranges of the MJO amplitude. (c) Averages of the SLP anomaly composites

of Fig. 2a over selected geographic regions. (d) As in (c), but for the SAT composites of Fig. 2b. (e) Dependence of

the most strongly modulated SLP anomaly average identified in (c) on MJO amplitude. (f) Dependence of the most

strongly modulated SAT anomaly average identified in (d) on MJO amplitude.
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cooling anomaly in the same region with maximum

amplitude also in phase 5. As the convective center

moves farther into the eastern Pacific in phase 6, the

wave train weakens and the warming (cooling) anomaly

over eastern North America (western Eurasia) also

weakens. By phase 8, the tropical positive pressure

anomaly and associated weakened convection over the

Maritime Continent excite a Rossby wave train with

opposite sign to that in phases 3 and 4, producing a cy-

clonic anomaly in the North Pacific and a negative NAO

pattern. Warming anomalies are now present in the

Arctic, extending from Alaska to Greenland, replacing

the cooling anomalies present during phases 3–6.

TheMJOmodulation of SAT anomalies in Fig. 2b can

be characterized in various ways depending on the re-

gion of interest (e.g., using the mean SAT anomaly over

Alaska for the North Pacific region). Figure 3d plots the

mean SAT anomaly over a series of regions including

the entire mapped region and several regions in Eurasia.

An especially large modulation is obtained for averages

over the northern Eurasian region extending over 488–
708N, 228–1008E. It is closely related to the northern

Eurasian SLP anomaly diagnostic of Fig. 3c because, as

will be seen in the following sections, it depends sensi-

tively on the strength of the anticyclonic SLP anomaly

over Eurasia. This average is therefore used as a second

diagnostic of the MJO modulation of regional intra-

seasonal climate in the remainder of the paper.

As shown in Figs. 3e and 3f, the MJO modulation of

the chosen SLP and SATdiagnostics is stronger forOMI

amplitudes exceeding about 1.5. This is the primary

justification for adopting a threshold of OMI 5 1.5

standard deviations for the SLP and SAT anomaly

composites. On the other hand, as also shown in Figs. 3e

and 3f, the MJO modulation of either diagnostic does

not increase much when the allowed OMI range is in-

creased from 1.5–2.0 to . 2.0.

5. Separation by ENSO phase

Previous work has shown that El Niño–Southern Os-

cillation (ENSO) both influences and is influenced by the

MJO. ENSO influences the longitudinal distribution of

tropical MJO activity such that it extends farther east-

ward during El Niño winters but contracts westward and

northward during La Niña winters (Son et al. 2017, and

references therein). On the other hand, enhanced MJO

activity in spring favors an eastward-expandedwarmpool

and surface westerly wind anomalies that assist in initi-

ating El Niño in the subsequent fall and winter seasons

(Hendon et al. 2007; Pohl and Matthews 2007).

The extratropical circulation anomalies that develop

during the evolution of a givenMJOevent are significantly

dependent on the phase of ENSO as shown by bothmodel

simulations and observational analyses (e.g., Tam and Lau

2005; Roundy et al. 2010; Moon et al. 2011). Overall, the

excitation of the Rossby wave train is enhanced under La

Niña conditions during early MJO phases when MJO

convection in the Indian Ocean is stronger and extends

more northward. Storm track activity is also more intense

in the western (eastern) North Pacific under La Niña (El

Niño) conditions during the early phases of the MJO

(Takahashi and Shirooka 2014). Statistical evidence has

been reported for a dependence on ENSO phase of the

MJO influence on atmospheric river events (Baggett et al.

2017), winter blocking events (Henderson and Maloney

2018), and North Atlantic/European weather regimes

(Lee et al. 2018).

Figures 4 and 5 are SLP and SAT composites similar

to those of Fig. 2 but considering only days when ENSO

was either in its cool phase (defined here as N3.4 , 0)

(Figs. 4a and 5a) or its warm phase (N3.4 . 0) (Figs. 4b

and 5b). The plotted asterisks indicate those grid points

that are statistically significant at 95% confidence ac-

cording to the Student’s t-test methodology described in

section 2. The number of qualifying days in each MJO

phase is reduced by a factor of about 2 but almost all

colored areas remain statistically significant in both fig-

ures. For example, for the warm ENSO SLP composite

in phase 3 (Fig. 4b, third panel), the North Pacific

maximum is about 3.3 hPa at 488N, 1848E with a stan-

dard deviation of 4.9 hPa. The number of qualifying days

is 140 and the autocorrelation coefficient of the time

series at this location is about 0.8 so the number of de-

grees of freedom is approximately 15. The minimum

t value required for 95% confidence is about 2.13 and the

actual t value is larger than this.

A visual comparison of Figs. 4a and 4b indicates that

the MJO-induced Rossby wave train is enhanced under

cool ENSO conditions relative to that under warm

ENSO conditions. This impression is supported by the

RMS amplitude calculations of Fig. 6a, which show that

the amplitude in all MJO phases is larger under cool

ENSO conditions than under warm ENSO conditions.

In most phases, the cool ENSO amplitude falls outside

of the 95% confidence bounds of the warm ENSO am-

plitudes. The latter are estimated via a Monte Carlo

procedure in which calculations are repeated several

hundred times retaining the observed MJO OMI am-

plitudes and phases but randomizing the N3.4 daily

values. The number of qualifying days is generally larger

for cool ENSO conditions than for warm ENSO condi-

tions. This also supports the reality of the enhancement

under cool ENSO conditions since a smaller number of

qualifying days can bias a composite toward larger rel-

ative anomaly amplitudes (e.g., Roundy et al. 2010).
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FIG. 4. Sea level pressure anomalies as in Fig. 2a but separated according to the phases of ENSO: (a) cool ENSO (N3.4 , 0) and

(b) warm ENSO (N3.4 . 0). Asterisks indicate grid points where the composited means are significant at more than 95% confidence

according to a two-tailed Student’s t test (section 2).
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FIG. 5. As in Fig. 4, but for surface air temperature anomalies.
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As demonstrated originally by Moon et al. (2011),

under La Niña conditions, the North Pacific anticyclonic

anomaly that typically forms in MJO phase 3 becomes

‘‘gigantic’’ with consequent effects on surface air tem-

perature and precipitation along the coasts of both

North America and east Asia. Although the composites

of Fig. 4a for N3.4 , 0 only represent cool ENSO con-

ditions rather than true La Niña conditions, the North

Pacific anticyclonic anomaly in the third panel is indeed

enhanced and enlarged relative to the mean anomaly

shown in the third panel of Fig. 2a. Under warm ENSO

(N3.4. 0) conditions, the anticyclonic anomaly is much

smaller (Fig. 4b, third panel) and has little effect on

North Pacific coastal regions. Conversely, as also seen in

Fig. 4a, by MJO phase 7, a strong cyclonic anomaly

forms over the North Pacific for N3.4 , 0, producing

cooling and increased precipitation over Japan.

In Fig. 4a during MJO phases 4–6, a strong positive

SLP anomaly develops over northern Eurasia, consis-

tent with farther eastward propagation of the wave train

FIG. 6. SLP and SAT diagnostics separated by ENSOphase. (a) RMS amplitude of the SLP anomaly composites of

Figs. 4a and 4b; numbers in parentheses are the mean numbers of qualifying days in each of the eight MJO phases.

(b) North Atlantic/Eurasian mean sea level pressure anomaly (defined in Fig. 3) separated by ENSO phase for days

when theMJO amplitude exceeded 1.5; the dashed line is themean anomaly amplitude when all days are considered.

(c) As in (b), but for the northern Eurasian 2-m surface air temperature anomaly diagnostic (defined in Fig. 3). (d),(e)

As in (b),(c), but for more active ENSO conditions.
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and a stronger NAO response under cool ENSO condi-

tions. A strong negative SLP anomaly develops in the

same area in phases 1–2. In Fig. 5a, over Eurasia, a

stronger cooling anomaly is present during MJO phases

4–6 and a strongerwarming anomaly is found in phases 1–2

than is the case in Fig. 5b. The stronger Eurasian SLP

anomalies and farther eastward propagation are not

caused solely by larger-than-average MJO amplitudes

under cool ENSO conditions because, for the considered

NDJFMA season and minimum OMI amplitude of 1.5,

the mean OMI amplitude under cool ENSO conditions

(2.09) was nearly the same as that under warm ENSO

conditions (2.08). This near equality is to be expected

from the occurrence rate calculation results of section 3

(Fig. 1a).

In Figs. 6b and 6c, both the North Atlantic/Eurasian

SLP diagnostic and the northern Eurasian SAT di-

agnostic identified in Fig. 3 are plotted as a function of

MJO phase for the two ENSO phases. In Fig. 6b, the

MJO modulation of the SLP anomaly diagnostic is

stronger for the cool ENSO case than for the warm

ENSO case. This is consistent with a stronger Rossby

wave amplitude near the end of its propagation path

under cool ENSO conditions. For comparison, themean

SLP diagnostic is also shown as a dashed line. The 95%

confidence limits on the means shown in the figure are

estimated via a Monte Carlo procedure in which the

observedMJOOMI amplitudes and phases are replaced

with randomly selected values. Both the cool ENSO and

warm ENSO SLP diagnostics approach significance at

95% confidence on opposite sides of the mean for MJO

phases 1 and 6. In Fig. 6c, the MJO modulation of the

SAT anomaly diagnostic is also stronger for the cool

ENSO case as would be expected since the SLP and

SATdiagnostics are closely related. As shown in Figs. 6d

and 6e, these differences become more significant when

‘‘cold’’ (N3.4 , 21K) and ‘‘very warm’’ (N3.4 . 1K)

ENSO conditions are considered, confirming the reality

of the ENSO influence on the MJO-induced wave train

and its effect on intraseasonal climate in the North

Atlantic/Eurasian sector.

The results of Figs. 4–6 are largely consistent with

several recent studies when differences in analytic

techniques are considered. A study of the MJO impact

on high-latitude winter blocking during ENSO events

(Henderson andMaloney 2018) showed that the Rossby

wave source in the subtropical upper tropospheric jet

region is stronger during La Niña than during El Niño,
which they attributed to stronger tropical convection

and a stronger and sharper jet during La Niña. This re-
sulted in a stronger teleconnection pattern in 30–70-day

bandpass filtered 500-hPa geopotential height fields

during La Niña [see the top panels of their Figs. 6–9 in

Henderson and Maloney (2018)]. A recent study by Lee

et al. (2018) has extended the original analysis of Cassou

(2008) to consider the ENSO influence on the MJO

teleconnection to weather regimes in the North Atlantic

and Europe. They find that the MJO teleconnections to

the positive and negative NAO states are mainly found

during neutral and warm ENSO conditions. This ap-

pears to differ from our results, which show strongly

positive NAO phase tendencies in MJO phases 4 and 5

under cool ENSO conditions (Fig. 4a, panels 4 and 5).

However, our analysis uses 20–100-day filtered SLP data

whereas their study used unfiltered geopotential height

data at 500hPa. They also only evaluated the sign of the

NAO rather than considering its amplitude.

6. Separation by QBO phase

The stratospheric quasi-biennial oscillation (QBO)

consists of alternating easterly (QBOE) and westerly

(QBOW) equatorial zonal wind regimes at heights

ranging from about 16 to 50km with a period averaging

about 28 months. It is the dominant mode of interannual

variability of the equatorial stratosphere (Baldwin et al.

2001). Because the QBO winds are in thermal wind bal-

ance, an induced meridional circulation exists with

equatorial ascent and adiabatically reduced temperatures

during QBOE while descent and higher temperatures

occur during QBOW (Plumb and Bell 1982). The adia-

batic change of temperature results in reduced static

stability in the tropical uppermost troposphere and lower

stratosphere (UTLS) during QBOE and increased static

stability in QBOW (e.g., Gray et al. 2018). The phase of

theQBO at a given time depends strongly on altitude. As

explained by Baldwin et al. a single monitoring level of

40 or 50hPa is usually chosen to yield a relatively strong

signal in the extratropical northern stratosphere.

Recent work has shown that the mean boreal winter

(December–February) MJO propagates eastward more

slowly and has a larger amplitude and/or occurrence rate

during QBOE than during QBOW (Liu et al. 2014; Yoo

and Son 2016; Nishimoto and Yoden 2017; Hood 2017;

Zhang and Zhang 2018). This observed modulation of

the MJO by the QBO is qualitatively consistent with

that found previously for the QBO influence on tropical

convection in general (Giorgetta et al. 1999; Collimore

et al. 2003; Liess and Geller 2012; Nie and Sobel 2015).

Evidence for an influence of the QBO on the MJO

modulation of atmospheric river events (Baggett et al.

2017) and North Pacific storm track activity (Wang et al.

2018a,b) has been reported. The latter authors find that

the mean position of the storm track during a given

winter shifts poleward during QBOE relative to that

during QBOW. Also, the MJO modulation of the storm
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track activity, which consists of a northward shift during

the early phases of the MJO followed by a southward

shift during the later phases (e.g., Guo et al. 2017), has a

larger amplitude during QBOE than during QBOW.

Possible mechanisms for the QBO influence on MJO

convection include reduced static stability in the UTLS

and weaker vertical wind shear across the tropopause

during QBOE (Yoo and Son 2016; Nishimoto and Yoden

2017). In addition, QBOE-induced temperature decreases

near the tropopause may indirectly modify the thermo-

dynamic efficiency and hence the potential intensity of

deep convective systems, consistent with the suggested

effect of long-term tropopause cooling on tropical cyclone

activity (Emanuel et al. 2013). MJO convection can ex-

tend vertically to higher altitudes than typical tropical

convection, effectively increasing the tropopause height

(e.g., Madden and Julian 1972, their Fig. 16), thereby

possibly contributing to its increased susceptibility to

stratospheric influences. Positive feedbacks involving

cloud-radiative effects (e.g., Giorgetta et al. 1999) and/

or MJO influences on the strength of the residual me-

ridional (Brewer–Dobson) circulation and its associ-

ated tropical upwelling rate (e.g., Hood 2018) may

serve to amplify the QBO–MJO connection.

Figures 7 and 8 show results analogous to the ENSO

results in Figs. 4 and 5 for QBOE (u50, 0) and QBOW

(u50. 0) conditions, respectively. Since theQBO spends

more time in QBOW than in QBOE, the number of

qualifying days during most MJO phases is somewhat

larger for Figs. 7b and 8b than for Figs. 7a and 8a. How-

ever, the number is still large enough during QBOE that,

even after accounting for autocorrelation, the composites

are significant at 95% confidence at most grid points

within the colored areas (see the plotted asterisks). For

example, for the QBOW SLP composite in phase 3

(Fig. 7b, third panel), theNorth Pacificmaximum is about

3.1hPa at 428N, 1848E with a standard deviation of

4.4hPa. The number of qualifying days is 178 and the

autocorrelation coefficient of the time series at this lo-

cation is about 0.76 so the number of degrees of freedom

(section 2) is approximately 24. The minimum t value

required for 95% confidence is about 2.06 and the actual t

value is larger than this.

Comparing Figs. 7a and 7b, during phases 3–8, the

positive SLP anomalies are generally larger in ampli-

tude, more numerous, and extend farther to the east into

the North Atlantic/Eurasian sector during QBOE than

during QBOW. This is similar in several respects to

those obtained for cool ENSO conditions in Fig. 4a. For

example, the North Pacific anticyclonic anomaly is again

larger in area in phase 3 in Fig. 7a than it is in Fig. 7b. The

NorthAtlantic low pressure anomaly is again stronger in

phases 1 and 2 in Fig. 7a than in Fig. 7b. A strong positive

anticyclonic SLP anomaly develops in phase 6 over

northern Eurasia at 608N in Fig. 7a as was the case under

cool ENSO conditions in Fig. 4a. This anomaly is absent

in both Figs. 4b and 7b, consistent with weaker eastward

propagation of the wave train during warm ENSO and

westerly QBO conditions.

As shown in Fig. 9a, the RMS amplitude diagnostic

indicates an overall stronger wave train under QBOE

conditions relative to QBOW conditions during MJO

phases 1–6. The amplitudes during QBOE fall near or

outside the 95% confidence error limits of the QBOW

amplitudes (estimated in a manner analogous to the

warmENSO error limits of Fig. 6a) during phases 1, 2, 5,

and 6.

Comparing the corresponding SAT anomalies in

Fig. 8a (QBOE) with those in Fig. 8b (QBOW), the

QBOE anomalies in phases 4 to 6 are again stronger than

the corresponding QBOW anomalies, especially over

northern Eurasia, as was found for cool ENSO conditions

in Fig. 5a. Both the QBOE and QBOW SAT anomalies

evolve in a manner similar to those of the corresponding

cool andwarmENSOanomalies of Fig. 5.Aswas the case

for the cool ENSO composites of Figs. 4a and 5a, the

stronger SLP and SAT anomalies found for QBOE are

not attributable solely to larger MJO amplitudes because

the mean OMI amplitude for OMI . 1.5 under QBOE

conditions (2.15) was only about 5.9% larger than that

under QBOW conditions (2.03).

Figures 9c and 9d show regional SLP and SAT di-

agnostic results for the two QBO phases analogous to

the ENSO results of Figs. 6b and 6c. As was the case for

the cool ENSO results, the MJO modulation of both

diagnostics is much stronger for the easterly QBO

phase. In phases 5 and 6, the QBOE SLP diagnostic

value lies near the 95% confidence error limit on the

positive side of the mean while the QBOW SLP di-

agnostic lies near the error limit on the negative side. As

shown in Figs. 9e and 9f, this difference increases when

only active QBO conditions (u50,210ms21 or u50.
5ms21) are considered, supporting the reality of the

QBO influence. Finally, Figs. 9b, 9g, and 9h repeat the

calculations of Figs. 9a, 9c, and 9d for combined u50 ,
0/N3.4 , 0 and u50 . 0/N3.4 . 0 conditions. For all

three diagnostics, the difference in theMJOmodulation

is enhanced when the two forcings are working together,

especially in phases 5 and 6. Figures S3 and S4 show the

actual SLP and SAT MJO phase composites for com-

bined QBOE/cool ENSO and QBOW/warm ENSO

conditions in a format similar to those of Figs. 4 and 5

for ENSO alone and Figs. 7 and 8 for the QBO alone.

The enhancement of theMJOmodulation for combined

QBO/ENSO conditions is visually evident in these

figures.
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FIG. 7. Sea level pressure anomalies as in Figs. 2a and 4 but separated according to the phase of the QBO: (a) easterly phase (u50, 0) and

(b) westerly phase (u50 . 0).
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FIG. 8. Surface air temperature anomalies as in Figs. 2b and 5 but separated according to the phase of the QBO: (a) easterly phase (u50, 0)

and (b) westerly phase (u50 . 0).

380 JOURNAL OF CL IMATE VOLUME 33

D
ow

nloaded from
 http://journals.am

etsoc.org/jcli/article-pdf/33/1/365/4914545/jcli-d-18-0811_1.pdf by N
O

AA C
entral Library user on 11 August 2020



To quantify the similarities/differences between the

various MJO phase composites, it is helpful to calculate

spatial correlations within the mapped area. The overall

correlation coefficient is calculated between all 38 3 38

grid points on one composite for oneMJO phase and the

same grid points on a different composite for the same

MJO phase. Results for cool ENSO versus warm ENSO

and QBOE versus QBOW composites are shown in

FIG. 9. (a) RMS SLP anomaly amplitudes separated by QBO phases. (b) As in (a), but separated according to com-

binedQBOandENSOphases. (c),(d)As in Figs. 6b and 6c, but separated byQBOphases. (e),(f)As in (c) and (d), but for

more active QBO conditions. (g),(h) As in (c) and (d), but separated according to combined QBO and ENSO phases.
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Figs. 10a and 10b for the SLP and SAT anomalies, re-

spectively. As expected from the qualitative discussion

above, these coefficients are not very high, averaging

less than 0.5. Correlations are higher, however, for

QBOE versus cool ENSO and QBOW versus warm

ENSO as shown in Figs. 10c and 10d.With the exception

of MJO phases 2 and 7, correlation coefficients are

generally in the range of 0.7–0.9.

It is unlikely that the similarities between the QBO

and ENSO results documented in Figs. 9 and 10 are a

FIG. 10. Spatial correlation coefficients between composited (left) SLP anomalies and (right) SAT anomalies for

cool ENSO (N3.4. 0), easterly QBO (u50, 0), westerly QBO (u50. 0), SMIN (F205, 10.1mWm22 nm21), and

SMAX (F205 . 10.5mWm22 nm21) conditions. Calculations are based on Figs. 4 and 5 (ENSO), Figs. 7 and 8

(QBO), and Figs. S5 and S6 (solar).
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consequence of aliasing of the QBO results by ENSO.

Nishimoto and Yoden (2017; see their Fig. 2) have

noted a tendency for more strong La Niña events

(N3.4,21.0) to occur during DJFmonths under strong

QBOE conditions (u50,28ms21). This potential bias

was also noted by Wang et al. (2018a), who tested their

results for theQBO influence on the North Pacific storm

track by repeating the analysis after discarding winters

having significant La Niña events. Results showed that

the change in the storm track found during QBOE was

not strongly affected by ENSO. During the 1979–2016

NDJFMA months considered here, there were 1058

QBOE days with OMI . 1.5 and 212 of these occurred

under cold ENSO conditions (N3.4 , 21K) whereas

only 128 occurred under very warm ENSO conditions

(N3.4. 1K). So there could be some tendency toward a

preferred occurrence of the QBOE phase during cold

ENSO conditions. However, the observed strengthening

of the QBO influence on the SLP and SAT diagnostics

for strong QBO conditions (Figs. 9e,f) supports a real

QBO influence. Also, the MJO modulation of the re-

gional SLP and SAT diagnostics is stronger when both

easterly QBO and cool ENSO conditions exist than

when only cool ENSO conditions exist (cf. Figs. 9g,h

with Figs. 6b,c). The latter results are difficult to explain

unless the QBO is physically contributing to the forcing

of the wave train.

7. Separation by QDO phase

The stratospheric quasi-decadal oscillation (QDO) is

an ;11-yr variation of the polar night jet and Brewer–

Dobson circulation (BDC) during early boreal winter

that is initiated by changes in solar ultraviolet (UV)

ozone production and radiative heating in the tropical

upper stratosphere (e.g., Haigh 1994; Hood et al. 1993,

2010; Crooks and Gray 2005; Labitzke 2006; Gray et al.

2010). Observational assessments of the QDO are

complicated by the shortness of the available data re-

cord (about 3.5 solar cycles) and by the lower strato-

spheric effects of two major volcanic eruptions (El

Chichón and Pinatubo), which fortuitously both oc-

curred during declining solar cycle phases in 1982 and

1991, respectively (Chiodo et al. 2014; Kuchar et al.

2017). In addition, the QDO is poorly simulated in most

climate models (Mitchell et al. 2015; Hood et al. 2015).

However, the existence of a real QDO is supported by

studies on the time scale of the ;27-day solar rotation

period, which are statistically more reliable. These

studies provide better evidence for stratospheric con-

sequences of solar UV forcing in general (e.g., Hood

1986, 2004; Gruzdev et al. 2009; Garfinkel et al. 2015).

Most recently, evidence has been obtained for a reduced

occurrence of strong MJO events and increased static

stability in the tropical lower stratosphere within a week

following peaks in short-term solar UV flux (Hood 2016,

2018). The reverse is found followingminima inUVflux.

The available data lead to the expectation that in-

creased UV heating in the tropical upper stratosphere at

the maximum phase of the 11-yr solar cycle (SMAX)

accelerates the lower mesospheric subtropical jet, modi-

fying planetary wave propagation in such a way as to

decelerate the BDC, resulting in relative downwelling

and increased static stability in the tropical lower strato-

sphere (Kodera and Kuroda 2002; Matthes et al. 2004,

2006; Hood 2018). The opposite is expected to occur

under solar minimum (SMIN) conditions, leading to rel-

ative upwelling, adiabatic cooling, and reduced static

stability in the UTLS. These expected characteristics of

the QDO are consistent with the results of section 3 (see

alsoHood 2017), which showed larger occurrence rates of

strong MJO events under SMIN conditions as compared

to SMAX conditions.

Figures S5 and S6 show compositing results for the

two phases of the QDO as defined in section 2 (SMIN

and SMAX) in the same format as in Figs. 4 and 5 for

ENSO and 7 and 8 for the QBO. Because only strong

SMIN and SMAX conditions are considered and since

only about 3.5 solar cycles of ERA-Interim reanalysis

data are available, the number of qualifying days in each

MJO phase composite is more limited than for the

ENSO and QBO composites. For example, only 95 days

are available in phase 3 for SMAX conditions and the

number of degrees of freedom is about 12.

As reviewed above, effects on static stability in the

lowermost tropical stratosphere are expected to be in the

same direction for SMINas forQBOE (less stable) and in

the same sense for SMAX as for QBOW (more stable).

At least in the case of the SMIN results of Figs. S5a and

S6a, the calculated evolution of the SLP and SAT

anomalies roughly parallels that obtained for QBOE in

Figs. 7a and 8a, which is consistent with this expectation.

For example, a negative NAO pattern is produced in

phases 1 and 2, which leads to a cooling response over

eastern North America. A positive NAO pattern is pro-

duced by phase 5, leading to a strongwarming response in

the same region. Cooling anomalies are produced over

Eurasia in phases 5 to 7, which is qualitatively consistent

with that seen in Fig. 8a. The SLP anomalies over Eurasia

evolve from negative values in the early MJO phases to a

strong positive anomaly peaking in phase 6, similar to

what is shown in Fig. 6a and consistent with a stronger

NAO response and farther eastward propagation of the

wave train. However, the SMAX results of Figs. S5b and

S6b bear only a small resemblance to the QBOW results

of Figs. 7b and 8b.
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Figure 10 shows spatial correlation results that support

the above qualitative comparisons. As seen in Figs. 10e

and 10f, spatial correlations between the SMIN and cool

ENSOSLP and SAT composites are higher than between

the SMAX and warm ENSO composites for nearly all

MJO phases. The same is true for spatial correlations

between the SMIN and QBOE composites as compared

to those between the SMAX and QBOW composites, as

shown in Figs. 10g and 10h.

It is unlikely that the poorer agreement of the SMAX

results with the cool ENSO and QBOW results is due to

aliasing by lower stratospheric heating episodes following

the El Chichón and Pinatubo volcanic eruptions. As

noted in section 2, the 1982/83 and 1991/92 winters were

affected by such heating episodes and fall under SMAX

conditions. However, as shown in Fig. S7, excluding these

winters from the analysis results in only small changes to

the overall evolution of SAT anomalies in Fig. S6b.

Figure 11 shows regional SLP and SAT diagnostic

calculations for the two QDO phases in combination

with QBO and ENSO phases in a similar format to that

of Fig. 6 for ENSO and Fig. 9 for the QBO. As seen in

Figs. 11a and 11b, theMJOmodulation of these SLP and

SAT diagnostics is only marginally stronger during

SMIN than during SMAX. The differences are not sta-

tistically significant. The same is true for the RMS SLP

amplitude diagnostic as shown in Fig. S8a. As seen in

Figs. 11c and 11d, the modulation for combined SMIN/

cool ENSO conditions is somewhat stronger than the

meanmodulation and is also stronger than that obtained

for cool ENSO conditions alone (Figs. 6b,c), at least for

phases 6 and 1. As seen in Figs. 11e and 11f, the modu-

lation for combined SMIN/QBOE conditions is larger

than that obtained for QBOE conditions alone

(Figs. 9c,d) for phases 5–7 and 1–2. Figures S9 and S10

show the actual SLP and SAT MJO phase composites

for combined SMIN/QBOE and SMAX/QBOW con-

ditions. The MJO modulation of the SLP and SAT

anomalies in the North Atlantic/Eurasian sector for this

combination of conditions over that for QBOE and

QBOW conditions alone appears to be enhanced. The

RMS SLP diagnostic for the overall wave train ampli-

tude shows marginally significant enhancements for

combined SMIN/QBOE conditions relative to that for

SMAX/QBOW conditions only in phases 2 and 6

(Fig. S8b). Finally, as seen in Figs. 11g and 11h, the

modulation for combined SMIN/QBOE/cool ENSO

conditions is slightly larger still than for SMIN/QBOE

conditions during phases 5–6. The actual SLP and SAT

MJO phase composites for the SMIN/QBOE/cool

ENSO combination are shown in Fig. S11. Results for

SMAX/QBOW/warm ENSO conditions are not shown

in Figs. 11g and 11h because the number of qualifying

days is too small (averaging 25; less than 10 for several

MJO phases) to yield statistically significant results over

most of the mapped region.

8. Discussion

The results of this composite analysis provide evidence

that the MJO-induced Rossby wave train and its modu-

lation of intraseasonal sea level pressure and surface air

temperature anomalies during the extended northern

winter season are influenced in similar ways by ENSO,

the QBO, and (provisionally) the QDO. Specifically,

under cool ENSO, easterly QBO, and SMIN conditions,

evidence favors a strengthened wave train that propa-

gates farther eastward and more strongly modulates SLP

and SAT anomalies. The modulation is increased further

when two or more of these conditions are simultaneously

in effect. While internal intraseasonal variability is large

and these influences may not be apparent during a given

MJO cycle in a given winter, the length of currently

available reanalysis datasets allows them to be detected

via averaging and construction of mean MJO phase

composites.

The SLP and SAT intraseasonal modulations by the

MJO occur throughout the northern region considered

here, including both theNorthPacific andNorthAtlantic/

Eurasian sectors. We have chosen specific diagnostics of

these modulations in the North Atlantic/Eurasian sector

because they have high amplitudes and are indicative of

the strength of the wave train near the end of its propa-

gation path. However, as reviewed in sections 5 and 6,

previous work has found evidence in other regions (e.g.,

the Pacific sector) for an influence of both ENSO and the

QBO on MJO-induced intraseasonal climate. Our own

preliminary work (not shown here) indicates that the

amplitude and areal extent of the North Pacific anticy-

clonic anomaly are increased in phase 3 under both cool

ENSO and QBOE conditions as is the case for the Eur-

asian anticyclonic anomaly in phases 5 and 6. Further

work is needed to verify and extend these results to other

northern regions.

We have not attempted to divide the data into winters

with and without SSWs. As shown by Schwartz and

Garfinkel (2017), there is statistical evidence for an in-

creased occurrence of SSWs following MJO phases 6

and 7, which can lead to a negative NAO-like pattern at

the surface, the ‘‘troposphere–stratosphere–troposphere’’

pathway. The latter pathway could be contributing to our

compositing results during the earliest MJO phases, in

addition to the purely tropospheric Rossby wave train.

Although previous work (e.g., Yoo and Son 2016) and

the results of section 3 show that the occurrence rate of

strong MJO events (and therefore the mean MJO
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amplitude) during boreal winter is increased under

QBOE and (provisionally) SMIN conditions, it is un-

likely that this increased occurrence rate of tropical

MJO events alone can explain the evidence presented

here for stratospheric influences on the MJO-induced

wave train and its extratropical consequences. For ex-

ample, ENSO has little effect on the overall MJO oc-

currence rate (Fig. 1) but has a similar effect on the wave

train and its modulation of SLP and SAT anomalies,

especially for more active ENSO conditions (cf. Figs. 6

FIG. 11. SLP and SAT diagnostics separated by solar, ENSO, and QBO phases. (a),(b) As in Fig. 6, but for days

when the F205 solar index was either,10.1 (SMIN) or.10.5 (SMAX)mWm22 nm21. (c),(d)As in (a) and (b), but for

combined solar and ENSO conditions. (e),(f) As in (a) and (b), but for combined solar and QBO conditions. (g),(h)

As in (a) and (b), but for combined SMIN/u50 , 0/N3.4 , 0 conditions.
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and 9). Also, as noted in sections 5 and 6, the mean MJO

amplitude for the constructed composites was nearly the

same under cool ENSO conditions as under warmENSO

conditions and was only about 6% larger under QBOE

conditions than under QBOW conditions. Finally, as

discussed in section 6 in relation to Fig. 9, it is unlikely

that aliasing from strong ENSO events can explain the

evidence for a QBO influence on the wave train and its

MJO modulation of intraseasonal SLP and SAT anom-

alies. Alternate mechanisms by which both ENSO and

QBO/solar forcing can similarly affect the overall strength

and eastward propagation of the wave train are therefore

needed.

As reviewed in section 5, although ENSO has little

effect on overall MJO activity, it does influence the

longitudinal distribution of this activity such that, during

early MJO phases, it is stronger in the Indian Ocean and

extends more northward in the warm pool region under

La Niña conditions. As shown by Henderson and

Maloney (2018), this difference in tropical convective

heating distribution may contribute significantly to a

stronger extratropical wave source in the subtropical

upper tropospheric jet region under La Niña condi-

tions.With respect to theQBO, asmentioned in section 6,

observational evidence exists for a slower and more

continuous eastward propagation speed of the MJO

during boreal winter under QBOE conditions as com-

pared to QBOW conditions. The same is true under cool

ENSO conditions as compared to warm ENSO condi-

tions (e.g., Pohl and Matthews 2007). As noted recently

by Wang et al. (2018b), according to model experiments

reported by Bladé and Hartmann (1995), a slower and

more continuous eastward propagation speed may

favor development of a stronger extratropical response,

including a more well-developed Rossby wave train that

could extend farther to the east. This may be consistent

with a recent study of fast and slow propagating MJO

episodes (Yadav and Straus 2017), which finds that slow

episodes produce a stronger enhancement of the positive

NAO regime following phase 4 than do fast episodes.

Finally, as reviewed in section 7, relative upwelling is

expected in the tropical lower stratosphere under SMIN

conditions that would reduce static stabilities, thereby

favoring increased MJO convection and a stronger

Rossby wave source.

But in addition to direct forcing of the wave train

amplitude via differences in the convective source dis-

tribution and eastward propagation speed of theMJO, it

is also possible that differences in the background state

zonal wind field (e.g., the seasonally averaged upper

tropospheric subtropical jet) are involved in producing

the observed differences in the wave train and its

extratropical consequences under different tropospheric

and stratospheric conditions. As shown for instance by

Henderson and Maloney (2018), the jet is stronger and

sharpened in the exit region (i.e., it extends only to the date

line) under cool ENSO conditions, which strengthens the

Rossby wave source. Garfinkel and Hartmann (2011) have

previously found, through both observational analyses and

model experiments, that the QBO-induced meridional

circulation modifies the midwinter subtropical jet such that

it is weakened, especially in the exit region, under QBOE

conditions [for a recent summary, see Gray et al. (2018)].

This would also have the effect of modifying the amplitude

of the Rossby wave source in that region (Sardeshmukh

and Hoskins 1988). With respect to the QDO, observa-

tional analyses indicate a strengthening and equatorward

shift of the midlatitude jets at SMIN relative to SMAX

(Haigh et al. 2005). Using a simplified general circula-

tion model, Simpson et al. (2009, 2010) showed that en-

hanced heating in the tropical lower stratosphere at

SMAX can alter the upward propagation and convergence

of planetary-scaleRossbywaves in such away as to explain,

at least qualitatively, the observed perturbation of the tro-

pospheric zonal wind field.Although not yet investigated, it

is possible that this altered zonal wind structure could also

modify the Rossby wave source in the exit region.

While the observational record is too short to confirm

the QDO on the 11-yr time scale, supporting evidence

for its operation exists on the 27-day time scale (Hood

2016, 2018). As shown by the spatial correlation results

of Fig. 10 and the SLP/SAT diagnostic results of Fig. 11,

composites for combined SMIN/cool ENSO, SMIN/

QBOE, and SMIN/QBOE/cool ENSO conditions pro-

duce progressively stronger MJO modulations of mean

SLP and SAT anomalies in the North Atlantic/Eurasian

sector. These results are consistent with previous work

showing that the QBO interacts with other low-

frequency stratospheric signals such as the 11-yr solar

cycle [see section 4.4 of the review by Baldwin et al.

(2001)]. There is no statistically significant relationship

between the ENSO and solar cycle (e.g., Haam and

Tung 2012). But the influences of both the QBO and the

QDO on theMJO-induced wave train may be enhanced

under cool ENSO conditions.
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